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Language Modelling, Benchmarking and Temporal Challenges
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➢ Specialized language models in social media

➢ Evaluation

➢ Temporal challenges and applications

★ TweetNLP: A social media NLP platform



About me
● Professor at Cardiff University (Wales, UK)

○ UKRI Future Leaders Fellow (£1.4M funding, 4+ years)

○ Co-founder and head of the Cardiff NLP group.

● Areas of expertise: Semantics, resources, multilinguality, social media

○ Co-author of “Embeddings in NLP” book 

○ General chair of *SEM-2024
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Cardiff NLP
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➢ Young group (3 years old), growing fast (30+ lab members)

➢ Website: cardiffnlp.github.io 🌐
➢ Activities: hybrid seminars, workshops, hackathons, etc.

➢ Twitter: @Cardiff_NLP

➢ Open-source contributions �� 

https://cardiffnlp.github.io/
https://twitter.com/cardiff_nlp


Cardiff NLP Workshop
(1-2 July 2024)
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Specialized 
Language Models
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Language models (LMs)
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Specialized language models
➢ LMs can be specialized by:

○ augmenting with external information

○ pretraining on domain-specific corpora

9



Specialized language models
➢ LMs can be specialized by:

○ augmenting with external information

○ pretraining on domain-specific corpora

10



Specialized language models
➢ Pretraining on domain-specific corpora
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image credit: Gu, Y., Tinn, R., Cheng, 

H., Lucas, M., Usuyama, N., Liu, X., 

... & Poon, H. (2021). 

Domain-specific language model 

pretraining for biomedical natural 

language processing. ACM 

Transactions on Computing for 

Healthcare (HEALTH), 3(1), 1-23. 



Specializing a LM 
on social media
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Specializing a LM on social media
➢ Why?



Specializing a LM on social media
➢ Why?

○ Informal grammar

○ Multilingual (code-switching, etc.)

○ Irregular vocabulary
■ Emoji 😀, abbreviations, typos, hashtags, mentions…

○ Tweets are often not standalone messages
■ RTs, mentions, replies, threads, pictures…

○ And because social media is important
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Specializing a LM on social media

15

➢ Why? Haaland! That was <mask>



Specializing a LM on social media

16

➢ Why? Haaland! That was <mask>

it, right, me, 
him, good…

fast, quick, close, 
amazing…



TweetEval: 
Language Models and Evaluation Benchmark
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➢ How?

○ RoBERTa architecture

○ Continue from RoBERTa checkpoint vs from 

scratch (BERTweet is from scratch)

TweetEval, the language model
(Barbieri et al. EMNLP Findings 2020)



TweetEval, the benchmark
(Barbieri et al. EMNLP Findings 2020)
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➢ Why?

Image credit: https://knowtechie.com/sad-twitter-808

TweetEval, the benchmark



➢ What?

TweetEval, the benchmark



➢ What?

SuperTweetEval, the benchmark
(Antypas et al. EMNLP Findings 2023)

An extended and more 
challenging benchmark 
in the age of LLMs!



12 diverse 

NLP tasks

SuperTweetEval, the benchmark
(Antypas et al. EMNLP Findings 2023)



SuperTweetEval, the benchmark
(Antypas et al. EMNLP Findings 2023)

🤗 Already available at 

huggingface.co/datasets/cardiffnlp/super_tweeteval  

Includes generative, regression and classification tasks

Also tasks with temporal splits!

Results? Smaller specialized models with supervision still 

better than LLMs (including ChatGPT)

https://huggingface.co/datasets/cardiffnlp/super_tweeteval


Specialized language models 
(+fine-tuned) 🤗



➢ What?

Specialized language models 
(+fine-tuned) 🤗



XLM-T: 
Multilingual Language 

Model for Twitter
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➢ Why?

○ Same as in TweetEval: no multilingual LMs, 

and no unified multilingual benchmarks

XLM-T: Multilingual Twitter LM



➢ What?

XLM-T: Multilingual Twitter LM



➢ How?

○ XLM-R architecture

○ Continue from XLM-R checkpoint

Updated large-size 2023 model now available!

XLM-T: Multilingual Twitter LM



TimeLMs: 
Diachronic Language 

Models
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Temporal challenges in NLP
Language is changing all the time.

New terms being introduced (e.g. COVID-19) or terms acquired 

new meanings (e.g. Karen).

Popular models are old (e.g. BERT, 2018).

This is especially true in social media, which is very dynamic.



Temporal challenges in NLP
Language is changing all the time.

New terms being introduced (e.g. COVID-19) or terms acquired 

new meanings (e.g. Karen).

Popular models are old (e.g. BERT, 2018).

This is especially true in social media, which is very dynamic.

Solution? 



TimeLMs initiative
(Loureiro et al. ACL Demo 2022)

Commitment to train new language models every quarter (three 

months)

Twitter as our training corpus

RoBERTa models from 2019 until now already available



Language models improve over time

Perplexity-based evaluation



Language models improve over time



TimeLMs

Sample predictions with models 

trained at different time periods.



TimeLMs

Sample predictions with models 

trained at different time periods.



NER and Topic Classification
(Antypas et al. COLING 2022; Ushio et al. AACL 2022)

Two datasets with temporal splits (i.e. training and test sets from 

different time periods):

➢ TweetNER7 (Ushio et al. 2022) for NER

➢ TweetTopic (Antypas and Ushio et al. 2022) for topic classification
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NER and Topic Classification
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Two datasets with temporal splits (i.e. training and test sets from 

different time periods):

➢ TweetNER7 (Ushio et al. 2022) for NER
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Conclusion: Performance on temporal test splits lower than when 

dates are shuffled. 
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NER and Topic Classification
(Antypas et al. COLING 2022; Ushio et al. AACL 2022)

Two datasets with temporal splits (i.e. training and test sets from 

different time periods):

➢ TweetNER7 (Ushio et al. 2022) for NER

➢ TweetTopic (Antypas and Ushio et al. 2022) for topic classification

Conclusion: Performance on temporal test splits lower than when 

dates are shuffled. 

L      LongEval series at CLEF to evaluate performance drop over time
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Temporal challenges: Ongoing work
➢ Analysis of main sources of 

performance drop (ongoing):

○ pre-training data? 

○ training data?

○ nature of the domain/task?

➢ Development of new methods to 

integrate contextual information or 

non-labeled data in predictive models
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Ushio et al. (AACL 2022)



TweetNLP (tweetnlp.org)

https://tweetnlp.org/


TweetNLP - the team grows!



TweetNLP (Camacho-Collados et al. EMNLP Demo 2022) 

A platform for NLP specialised on social media.

Integration of all resources with relatively small models.

NLP applications from sentiment analysis to hate speech 

detection and NER.

Demo, tutorials and Python API.
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TweetNLP Python library

https://github.com/cardiffnlp/tweetnlp 
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Includes pre-trained models, inference, fine-tuning, evaluation…

https://github.com/cardiffnlp/tweetnlp
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Sentiment analysis 
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Word prediction
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Word prediction (different years)
2020 model 2021 model
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Topic classification
(Antypas and Ushio et al. COLING 2022)
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Named Entity Recognition (NER)
(Ushio et al. AACL 2022)
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Question answering & generation
(Ushio et al. EMNLP 2022, ACL Findings 2023)



Tweet Insights 
tweetnlp.org/insights

https://tweetnlp.org/insights/


Tweet Insights
(Loureiro et al. 2023)
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Other 
social media 
applications
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Politics, sentiment and virality

Negativity spreads faster: A large-scale multilingual twitter analysis on the role of 
sentiment in political communication (Online Social Networks and Media journal, 2023)

Dimosthenis Antypas

Alun Preece



Collected a corpus of Twitter messages from MPs in Greece, Spain 

and UK (focus on 2021, 400K tweets) 

Analysed the relation between sentiment (as provided by our 

Twitter-based models) and virality (measured by number of 

retweets and other metrics)

Politics, sentiment and virality



Collected a corpus of Twitter messages from MPs in Greece, Spain 

and UK (focus on 2021, 400K tweets) 

Analysed the relation between sentiment (as provided by our 

Twitter-based models) and virality (measured by number of 

retweets and other metrics)

➡ Conclusion: Tweets negatively charged -> More popular ⬆ 

Politics, sentiment and virality



Viral tweets are overwhelmingly negative

Sentiment of MPs’ tweets



Sentiment of Spanish MP tweets
Viral tweets (top 5%)

⬇ 
71% are negative!

Popular tweets 
(top 5%)

Unpopular tweets 
(bottom 35%)

Positive

Neutral

Negative

 



Sentiment over time

 Tweets by MPs are becoming more negative over time (UK)



Negative Positive

Government vs. opposition (Spain)

MPs from the government party are more positive and less negative -> 
this also holds in other countries with different ideologies

 



Negative Positive

Government vs. opposition (Spain)

Ruling party

MPs from the government party are more positive and less negative -> 
this also holds in other countries with different ideologies

 



Negative Positive

Government vs. opposition (UK)

Ruling party

MPs from the government party are more positive and less negative





Government vs. opposition (Spain, 2021)

13%       vs.      63% 

Negative 
tweets

Pedro Sánchez
Prime Minister

Pablo Casado
Leader of the 

opposition



Government vs. opposition (UK, 2021)

5%        vs.       35% 

Negative 
tweets

Boris Johnson
Prime Minister

Keir Starmer
Leader of the 

opposition



Work in progress 
(other multidisciplinary collaborations)

➢ Analysing disinformation at scale (with a special focus on 

textual content)

➢ Early health care interventions: depression detection on 

social media (Twitter, Reddit)

➢ Analysing outbreaks and adherence/sentiment to health 

interventions (e.g. COVID) using social media
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Conclusion
Social media entails many challenges.

Specialized language models are a good solution to 

domain-specific problems (plus: no need for huge models!)

Temporal adaptation is needed, and can only be partially 

solved with updated models.

Applications are endless, huge opportunities for NLPers.

70



Summary of resources
TweetNLP

      github.com/cardiffnlp/tweetnlp

🌐  tweetnlp.org 

All models available in the Hugging Face hub: 

https://huggingface.co/cardiffnlp 🤗 
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Thank you!
@CamachoCollados

https://github.com/cardiffnlp/tweetnlp
https://tweetnlp.org/
https://huggingface.co/cardiffnlp

