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- Background: Vector Space Models

- Semantic representations for Senses, 
Concepts and Entities -> NASARI 

- Applications

- Conclusions



Vector Space Model
Turney and Pantel (2010): Survey on Vector Space Model of semantics
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Word vector space models
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Words are represented as vectors: semantically similar words 

are close in the vector space 



Neural networks for learning word vector 
representations from text corpora -> word embeddings 
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Why word embeddings?
Embedded vector representations:

• are compact and fast to compute

• preserve important relational information between 

words (actually, meanings):

• are geared towards general use
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• Syntactic parsing (Weiss et al. 2015)

• Named Entity Recognition (Guo et al. 2014)

• Question Answering (Bordes et al. 2014)

• Machine Translation (Zou et al. 2013)

• Sentiment Analysis (Socher et al. 2013)

… and many more!
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Applications for word representations



AI goal: language understanding
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• Word representations cannot capture ambiguity. For 
instance,                         bank
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Limitations of word embeddings
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Problem 1: 
word representations cannot capture ambiguity
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Problem 1: 
word representations cannot capture ambiguity
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Word representations and the 
triangular inequality

Example from Neelakantan et al (2014)

plant

pollen refinery
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Example from Neelakantan et al (2014)

plant1

pollen refinery

plant2

Word representations and the 
triangular inequality



• They cannot capture ambiguity. For instance,    
                                               bank

 -> They neglect rare senses and infrequent words

• Word representations do not exploit knowledge from 
existing lexical resources.
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Limitations of word representations
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a Novel Approach to a 
Semantically-Aware 

Representations of Items

http://lcl.uniroma1.it/nasari/

http://lcl.uniroma1.it/nasari/


NASARI semantic representations

● NASARI 1.0 (April 2015): Lexical and unified vector representations for 
WordNet synsets and Wikipedia pages for English.

José Camacho Collados, Mohammad Taher Pilehvar and Roberto Navigli. NASARI: a Novel Approach 
to a Semantically-Aware Representation of Items. NAACL 2015, Denver, USA, pp. 567-577. 

● NASARI 2.0 (August 2015): + Multilingual extension. 

José Camacho Collados, Mohammad Taher Pilehvar and Roberto Navigli. A Unified Multilingual 
Semantic Representation of Concepts. ACL 2015, Beijing, China, pp. 741-751. 

● NASARI 3.0 (March 2016): + Embedded representations, new applications.

José Camacho Collados, Mohammad Taher Pilehvar and Roberto Navigli. Nasari: Integrating explicit 
knowledge and corpus statistics for a multilingual representation of concepts and entities. Artificial 
Intelligence Journal, 2016, 240, 36-64. 
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Key goal: obtain sense representations
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Key goal: obtain sense representations

We want to create a separate representation 
for each entry of a given word



Knowledge-based Sense 
Representations

Represent word senses as defined by sense 

inventories

20

plant

● plant, works, industrial plant (buildings for carrying on 

industrial labor) 

● plant, flora, plant life ((botany) a living organism lacking 

the power of locomotion)

● plant (an actor situated in the audience whose acting is 

rehearsed but seems spontaneous to the audience)

● plant (something planted secretly for discovery by 

another)

plant1

plant2

plant3

plant4

...

...

...

...

This i
s a

 ve
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r 
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ntatio
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WordNet

Idea
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+
Encyclopedic knowledge Lexicographic knowledge



WordNet

Idea
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+
Encyclopedic knowledge Lexicographic knowledge

+
Information from text corpora
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WordNet



WordNet
Main unit: synset (concept)

electronic device
television, telly, 

television set, tv, 
tube, tv set, idiot 
box, boob tube, 

goggle box

the middle of the 
day

Noon, twelve noon, 
high noon, midday, 
noonday, noontide
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synset

word sense



the branch of 
biology that 

studies plants
botany

WordNet semantic relations

((botany) a living 
organism lacking 

the power of 
locomotion

plant, flora, plant 
life

a living thing 
that has (or can 

develop) the ability to 
act or function 
independently

organism, being

any of a variety of 
plants grown indoors 

for decorative 
purposes

houseplant

a protective 
covering that 

is part of a
plant

hood, cap
Hypernymy 

(is-a)

Domain
Hyponymy (has-kind)

Meronymy
(part of)
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WordNet

Link to online browser
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http://wordnetweb.princeton.edu/perl/webwn


Knowledge-based Sense Representations using WordNet

M. T. Pilehvar, D. Jurgens and R. Navigli: Align, Disambiguate and Walk: A Unified Approach for 

Measuring Semantic Similarity (ACL 2013)

X. Chen, Z. Liu, M. Sun: A Unified Model for Word Sense Representation and Disambiguation 

(EMNLP 2014)

S. Rothe and H. Schutze: AutoExtend: Extending Word Embeddings to Embeddings for Synsets 

and Lexemes (ACL 2015)

S. K. Jauhar, C. Dyer, E. Hovy: Ontologically Grounded Multi-sense Representation Learning for 

Semantic Vector Space Models (NAACL 2015)

M. T. Pilehvar and N. Collier: De-Conflated Semantic Representations (EMNLP 2016)
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Wikipedia
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Wikipedia
High coverage of named entities and 

specialized concepts from different domains
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Wikipedia hyperlinks
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Wikipedia hyperlinks



Thanks to an automatic mapping algorithm, BabelNet 

integrates Wikipedia and WordNet, among other 

resources (Wiktionary, OmegaWiki, WikiData…).

Key feature: Multilinguality (271 languages)
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BabelNet

Concept

Entity



It follows the same structure of WordNet: 

synsets are the main units
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BabelNet



In this case, synsets are multilingual
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BabelNet
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NASARI: Integrating Explicit Knowledge and 
Corpus Statistics for a Multilingual Representation 

of Concepts and Entities
(Camacho-Collados et al., AIJ 2016)

Goal

Build vector representations for multilingual BabelNet 

synsets.

How? 

We exploit Wikipedia semantic network and WordNet 

taxonomy to construct a subcorpus (contextual 

information) for any given BabelNet synset.
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Process of obtaining contextual information for a BabelNet synset 
exploiting BabelNet taxonomy and Wikipedia as a semantic network

Pipeline
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Three types of vector representations:

- Lexical    (dimensions are words) 

-

- Unified  (dimensions are multilingual BabelNet synsets)

-  

- Embedded (latent dimensions)

Three types of vector representations
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Three types of vector representations:

- Lexical (dimensions are words): Dimensions are 

weighted via lexical specificity, a statistical measure 

based on the hypergeometric distribution.

-
- Unified (dimensions are multilingual BabelNet 

synsets)

-
- Embedded (latent dimensions)

Three types of vector representations



40

It is a statistical measure based on the hypergeometric 

distribution, particularly suitable for term extraction 

tasks.

Thanks to its statistical nature, it is less sensitive to 

corpus sizes than the conventional tf-idf (in our 

setting, it consistently outperforms tf-idf weighting).

  

Lexical specificity
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Three types of vector representations:

- Lexical (dimensions are words): 

-
- Unified (dimensions are multilingual BabelNet 

synsets): This representation uses  a hypernym-based 

clustering technique and can be used in cross-lingual 

applications

-
- Embedded (latent dimensions)

Three types of vector representations
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}
Three types of vector representations:

- Lexical (dimensions are words): 

-
- Unified (dimensions are multilingual BabelNet 

synsets): This representation uses  a hypernym-based 

clustering technique and can be used in cross-lingual 

applications

-
- Embedded (latent dimensions)

Three types of vector representations
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Lexical and unified vector representations
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Lexical vector= (automobile, car, engine, vehicle, motorcycle, …)

Unified vector= (motor_vehicle
n
, … )

From a lexical vector to a unified vector

motor_vehicle
n

1

1



Human-interpretable dimensions

plant (living organism)

organism#1

table#3

tree#1
leaf#14

soil#2
carpet#2

food#2
garden#2

dictionary#3

refinery#1
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Three types of vector representations:

- Lexical (dimensions are words)

- Unified (dimensions are multilingual BabelNet synsets) 

-
- Embedded: Low-dimensional vectors (latent) exploiting word 

embeddings obtained from text corpora. This representation is 

obtained by plugging word embeddings on the lexical vector 

representations.

Three types of vector representations
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Three types of vector representations:

- Lexical (dimensions are words)

- Unified (dimensions are multilingual BabelNet synsets) 

-
- Embedded: Low-dimensional vectors (latent) exploiting word 

embeddings obtained from text corpora. This representation is 

obtained by plugging word embeddings on the lexical vector 

representations.

Word and synset embeddings share the same vector space!

Three types of vector representations
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Sense-based Semantic Similarity

Based on the semantic similarity between 

senses.

Two main measures:

• Cosine similarity for low-dimensional vectors

• Weighted Overlap for sparse high-dimensional 

vectors (interpretable)
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Vector Comparison
Cosine Similarity

The most commonly used measure for the 

similarity of vector space model                   

(sense) representations
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Vector Comparison
Weighted Overlap
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Embedded vector representation
Closest senses
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Summary

● Three types of semantic representation: lexical, unified 

and embedded.

●
● High coverage of concepts and named entities in 

multiple languages (all Wikipedia pages covered).

●

NASARI semantic representations 
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Summary

● Three types of semantic representation: lexical, unified 

and embedded.

●
● High coverage of concepts and named entities in 

multiple languages (all Wikipedia pages covered).

●

What’s next? Evaluation and use of these semantic 

representations in NLP applications.

NASARI semantic representations 



How are sense representations 
used for word similarity?

1- MaxSim: similarity between the most similar 

senses across two words 

54

plant1
tree1

plant2

plant3
tree2
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Intrinsic evaluation
 

Monolingual semantic similarity (English)
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Most current approaches are developed for English only and there are 
no many datasets to evaluate multilinguality. 

To this end, we developed a semi-automatic framework to extend 
English datasets to other languages (and across languages):

Data available at

http://lcl.uniroma1.it/similarity-datasets/

Intrinsic evaluation
(Camacho-Collados et al., ACL 2015)

 

http://lcl.uniroma1.it/similarity-datasets/
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Intrinsic evaluation
 

Multilingual semantic similarity
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Intrinsic evaluation
 

Cross-lingual semantic similarity
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Large datasets to evaluate semantic similarity in five languages 
(within and across languages): English, Farsi, German, Italian and 
Spanish. 

Additional challenges:

- Multiwords: black hole

- Entities: Microsoft

- Domain-specific terms: chemotherapy

Data available at

     http://alt.qcri.org/semeval2017/task2/

NEW: SemEval 2017 task on multilingual and 
cross-lingual semantic word similarity 

http://alt.qcri.org/semeval2017/task2/
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• Domain labeling/adaptation

• Word Sense Disambiguation

• Sense Clustering

• Topic categorization and sentiment analysis

Applications
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Annotate each concept/entity with its corresponding 

domain of knowledge.

To this end, we use the Wikipedia featured articles page, 

which includes 34 domains and a number of Wikipedia 

pages associated with each domain (Biology, Geography, 

Mathematics, Music, etc. ).

Domain labeling
(Camacho-Collados et al., AIJ 2016)

https://en.wikipedia.org/wiki/Wikipedia:Featured_articles
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Wikipedia featured articles

Domain labeling
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How to associate a synset with a domain?

 

- We first construct a NASARI lexical vector for the concatenation 

of all Wikipedia pages associated with a given domain in the 

featured article page. 

- Then, we calculate the semantic similarity between the 

corresponding NASARI vectors of the synset and all domains:

Domain labeling
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This results in over 1.5M synsets associated with a domain 

of knowledge.

This domain information has already been integrated in the 

last version of BabelNet.

Domain labeling
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Domain labeling

Physics and 
astronomy

Computing

Media



66

Domain labeling

Domain labeling results on WordNet and BabelNet
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BabelDomains
(Camacho-Collados and Navigli, EACL 2017)

As a result:

 Unified resource with information about domains of knowledge 

BabelDomains available for BabelNet, Wikipedia and WordNet available at

http://lcl.uniroma1.it/babeldomains

Already integrated into BabelNet (online interface and API)

http://lcl.uniroma1.it/babeldomains
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Task: Given a term, predict its hypernym(s)

Model: Distributional supervised system based on the transformation 

matrix  of Mikolov et al. (2013).

Idea: Training data filtered by domain of knowledge

Domain filtering for supervised 
distributional hypernym discovery

(Espinosa-Anke et al., EMNLP 2016;
Camacho-Collados and Navigli, EACL 2017)

Fruit

Apple

is    a
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Domain filtering for supervised 
distributional hypernym discovery

                  Results on the hypernym discovery task for five domains

Conclusion: Filtering training data by domains prove to be clearly beneficial

Domain-filtered 
training data

Non-filtered 
training data
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Kobe, which is one of Japan's largest cities, [...]

 

?

Word Sense Disambiguation 
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Kobe, which is one of Japan's largest cities, [...]

 

X

Word Sense Disambiguation 
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Kobe, which is one of Japan's largest cities, [...]

 

Word Sense Disambiguation 
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Word Sense Disambiguation 
(Camacho-Collados et al., AIJ 2016)

Basic idea 

Select the sense which is semantically closer to the 

semantic representation of the whole document 

(global context).
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Multilingual Word Sense Disambiguation using Wikipedia 
as sense inventory (F-Measure)

Word Sense Disambiguation 
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Word Sense Disambiguation 

All-words Word Sense Disambiguation using WordNet 
as sense inventory (F-Measure)
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Word Sense Disambiguation 

All-words Word Sense Disambiguation using WordNet 
as sense inventory (F-Measure)



Word Sense Disambiguation: 
Empirical Comparison

(Raganato et al., EACL 2017)

- Supervised systems clearly outperform knowledge-based 
systems, but they only exploit local context (future direction -> 
integration of both)

- Supervised systems perform well when trained on large 
amounts of sense-annotated data (even if not manually 
annotated).

Data and results available at

http://lcl.uniroma1.it/wsdeval/
77

http://lcl.uniroma1.it/wsdeval/


Word Sense Disambiguation 
on textual definitions

(Camacho-Collados et al., LREC 2016)

Combination of a graph-based disambiguation system (Babelfy) with 
NASARI to disambiguate the concepts and named entities of over 
35M definitions in 256 languages.

Sense-annotated corpus freely available at

http://lcl.uniroma1.it/disambiguated-glosses/
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http://lcl.uniroma1.it/disambiguated-glosses/


Context-rich WSD

Interchanging the positions of the king and a rook.

castling (chess)



Context-rich WSD

Castling is a move in the game of chess 
involving a player’s king and either of the 
player's original rooks.

A move in which the king moves two 
squares towards a rook, and the rook 
moves to the other side of the king.

Interchanging the positions of the king and a rook.

castling (chess)



Context-rich WSD

Interchanging the positions of the king and a rook.

Castling is a move in the game of chess 
involving a player’s king and either of the 
player's original rooks.

Manœuvre du jeu 
d'échecs

Spielzug im Schach, bei 
dem König und Turm 
einer Farbe bewegt 
werdenEl enroque es un movimiento especial 

en el juego de ajedrez que involucra al 
rey y a una de las torres del jugador.

A move in which the king moves two 
squares towards a rook, and the rook 
moves to the other side of the king.

Rošáda je zvláštní tah v 
šachu, při kterém táhne 
zároveň král a věž.

Rok İngilizce'de kaleye rook 
denmektedir.

Rokade er et 
spesialtrekk i 
sjakk.

Το ροκέ είναι μια ειδική κίνηση στο 
σκάκι που συμμετέχουν ο βασιλιάς 
και ένας από τους δυο πύργους.

castling (chess)



Context-rich WSD
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Interchanging the positions of the king and a rook.

Castling is a move in the game of chess 
involving a player’s king and either of the 
player's original rooks.

Manœuvre du jeu 
d'échecs

Spielzug im Schach, bei 
dem König und Turm 
einer Farbe bewegt 
werdenEl enroque es un movimiento especial 

en el juego de ajedrez que involucra al 
rey y a una de las torres del jugador.

A move in which the king moves two 
squares towards a rook, and the rook 
moves to the other side of the king.

Rošáda je zvláštní tah v 
šachu, při kterém táhne 
zároveň král a věž.

Rok İngilizce'de kaleye rook 
denmektedir.

Rokade er et 
spesialtrekk i 
sjakk.

Το ροκέ είναι μια ειδική κίνηση στο 
σκάκι που συμμετέχουν ο βασιλιάς 
και ένας από τους δυο πύργους.

castling (chess)



Context-rich WSD exploiting 
parallel corpora

(Delli Bovi et al., ACL 2017)

Applying the same method to provide high-quality sense 
annotation from parallel corpora (Europarl): 120M+ sense 
annotations for 21 languages.

Extrinsic evaluation: Improved performance of a standard 
supervised WSD system using this automatically sense-annotated 
corpora.
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• Current sense inventories suffer from the high granularity of 

their sense inventories.

• A meaningful clustering of senses would help boost the 

performance on downstream applications (Hovy et al., 2013)

Example:

- Parameter (computer programming) - Parameter 

Sense Clustering
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Idea

Using a clustering algorithm based on the 

semantic similarity between sense vectors

Sense Clustering
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Clustering of Wikipedia pages

Sense Clustering
(Camacho-Collados et al., AIJ 2016)
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Towards a seamless integration of senses 
in downstream NLP applications

(Pilehvar et al., ACL 2017)

Question: What if we apply WSD and inject sense embeddings to a 

standard neural classifier?

Problems: 
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Towards a seamless integration of senses 
in downstream NLP applications

(Pilehvar et al., ACL 2017)

Question: What if we apply WSD and inject sense embeddings to a 

standard neural classifier?

Problems: 

- WSD is not perfect
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Towards a seamless integration of senses 
in downstream NLP applications

(Pilehvar et al., ACL 2017)

Question: What if we apply WSD and inject sense embeddings to a 

standard neural classifier?

Problems: 

- WSD is not perfect -> Solution:  High-confidence disambiguation



90

High confidence graph-based 
disambiguation
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Towards a seamless integration of senses 
in downstream NLP applications

(Pilehvar et al., ACL 2017)

Question: What if we apply WSD and inject sense embeddings to a 

standard neural classifier?

Problems: 

- WSD is not perfect -> Solution:  High-confidence disambiguation

- Senses in WordNet are too fine-grained 
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Towards a seamless integration of senses 
in downstream NLP applications

(Pilehvar et al., ACL 2017)

Question: What if we apply WSD and inject sense embeddings to a 

standard neural classifier?

Problems: 

- WSD is not perfect -> Solution:  High-confidence disambiguation

- Senses in WordNet are too fine-grained -> Solution:  Supersenses
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Towards a seamless integration of senses 
in downstream NLP applications

(Pilehvar et al., ACL 2017)

Question: What if we apply WSD and inject sense embeddings to a 

standard neural classifier?

Problems: 

- WSD is not perfect -> Solution:  High-confidence disambiguation

- Senses in WordNet are too fine-grained -> Solution:  Supersenses

- WordNet lacks coverage
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Towards a seamless integration of senses 
in downstream NLP applications

(Pilehvar et al., ACL 2017)

Question: What if we apply WSD and inject sense embeddings to a 

standard neural classifier?

Problems: 

- WSD is not perfect -> Solution:  High-confidence disambiguation

- Senses in WordNet are too fine-grained -> Solution:  Supersenses

- WordNet lacks coverage -> Solution:  Use of Wikipedia
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Tasks: Topic categorization and 
sentiment analysis (polarity detection)
          

Topic categorization: Given a text, assign it a 
label (i.e. topic).

Polarity detection: Predict the sentiment of the 
sentence/review as either positive or negative.
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Classification model

          

Standard CNN classifier

inspired by Kim (2014)
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Sense-based vs. word-based: 
Conclusions

- Coarse-grained senses (supersenses) better 

than fine-grained senses.
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Sense-based vs. word-based: 
Conclusions

- Coarse-grained senses (supersenses) better 

than fine-grained senses.

- Sense-based better than word-based... when 
the input text is large enough
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Sense-based vs. word-based: 

Sense-based better than word-based... when 
the input text is large enough:
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Why 
does the input text size matter?

- Graph-based WSD works better in larger texts 
(Moro et al. 2014; Raganato et al. 2017)

- Disambiguation increases sparsity
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Conclusions of the talk

- Novel approach to represent concepts and entities in a 

multilingual vector space (NASARI).

- These knowledge-based sense representations can be easily 

integrated in several applications, acting as a glue for 

combining corpus-based information and knowledge from 

lexical resources, while enabling:

- Multilinguality

- Work at the deeper sense level
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For more information on other sense-based representations and their 
applications:

- ACL 2016 Tutorial on “Semantic representations of word senses 
and concepts”:  http://acl2016.org/index.php?article_id=58

- EACL 2017 workshop on “Sense, Concept and Entity 
Representations and their Applications”: 
https://sites.google.com/site/senseworkshop2017/

http://acl2016.org/index.php?article_id=58
https://sites.google.com/site/senseworkshop2017/
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Thank you! 

Questions please!

collados@di.uniroma1.it
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Secret Slides



Word vector space models

105

Words are represented as vectors: semantically similar words 

are close in the space 



Neural networks for learning word vector 
representations from text corpora -> word embeddings 
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Key goal: obtain sense representations



NASARI semantic representations

● NASARI 1.0 (April 2015): Lexical and unified vector representations for 
WordNet synsets and Wikipedia pages for English.

José Camacho Collados, Mohammad Taher Pilehvar and Roberto Navigli. NASARI: a Novel Approach 
to a Semantically-Aware Representation of Items. NAACL 2015, Denver, USA, pp. 567-577. 
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NASARI semantic representations

● NASARI 1.0 (April 2015): Lexical and unified vector representations for 
WordNet synsets and Wikipedia pages for English.

José Camacho Collados, Mohammad Taher Pilehvar and Roberto Navigli. NASARI: a Novel Approach 
to a Semantically-Aware Representation of Items. NAACL 2015, Denver, USA, pp. 567-577. 

● NASARI 2.0 (August 2015): + Multilingual extension. 

José Camacho Collados, Mohammad Taher Pilehvar and Roberto Navigli. A Unified Multilingual 
Semantic Representation of Concepts. ACL 2015, Beijing, China, pp. 741-751. 
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NASARI semantic representations

● NASARI 1.0 (April 2015): Lexical and unified vector representations for 
WordNet synsets and Wikipedia pages for English.

José Camacho Collados, Mohammad Taher Pilehvar and Roberto Navigli. NASARI: a Novel Approach 
to a Semantically-Aware Representation of Items. NAACL 2015, Denver, USA, pp. 567-577. 

● NASARI 2.0 (August 2015): + Multilingual extension. 

José Camacho Collados, Mohammad Taher Pilehvar and Roberto Navigli. A Unified Multilingual 
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BabelNet

http://babelnet.org
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Three types of vector representations:

- Lexical (dimensions are words): Dimensions are 

weighted via lexical specificity (statistical measure 

based on the hypergeometric distribution)

-
- Unified (dimensions are multilingual BabelNet 

synsets): This representation uses  a hypernym-based 

clustering technique and can be used in cross-lingual 

applications

-
- Embedded (latent dimensions)

Three types of vector representations



• What do we want to represent?

• What does "semantic representation" mean?

• Why semantic representations?

• What problems affect mainstream 

representations?

• How to address these problems?

• What comes next?

113

Key points



Problem 2: word representations do not take 
advantage of existing semantic resources
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We want to create a separate representation 
for each senses of a given word

Key goal: obtain sense representations



Named Entity Disambiguation 
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Named Entity Disambiguation using BabelNet as sense inventory 
on the SemEval-2015 dataset
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Word Sense Disambiguation

Open problem

Integration of knowledge-based (exploiting 

global contexts) and supervised (exploiting local 

contexts) systems to overcome the 

knowledge-acquisition bottleneck.



De-Conflated Semantic 
Representations

M. T. Pilehvar and N. Collier (EMNLP 2016)
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De-Conflated Semantic 
Representations

119

finger

toe

thumb

nail

appendage
foot

limb

bone
wristlobe

ankle

hip
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Open Problems and Future Work

1. Improve evaluation

- Move from word similarity gold standards to 

end-to-end applications
– Integration in Natural Language Understanding 

tasks (Li and Jurafsky, EMNLP 2015)

– SemEval task? see e.g. WSD & Induction within 

an end user application @ SemEval 2013
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Open Problems and Future Work
2. Make semantic representations more 

meaningful

- unsupervised representations are hard to 

inspect (clustering is hard to evaluate)

- but also knowledge-based approaches have 

issues:
• e.g. top-10 closest vectors to the military sense of 

“company” in AutoExtend
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Open Problems and Future Work

3. Interpretability
– The reason why things work or do not work is 

not obvious
- E.g. avgSimC and maxSimC are based on implicit 

disambiguation that improves word similarity, but is 

not proven to disambiguate well

- Many approaches are tuned to the task

– Embeddings are difficult to interpret and debug
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Open Problems and Future Work

4. Link the representations to rich semantic 

resources like WikiData and BabelNet
– Enabling applications that can readily take 

advantage of huge amounts of multilinguality 

and information about concepts and entities

– Improving the representation of 

low-frequency/isolated meanings
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Open Problems and Future Work

5. Scaling semantic representations to 

sentences and documents
– Sensitivity to word order

– Combine vectors into syntactic-semantic 

structures

– Requires disambiguation, semantic parsing, etc.

– Compositionality



6. Addressing multilinguality
– a key trend in today’s NLP research

• We are already able to perform POS tagging 

and dependency parsing in dozens of 

languages
– Also mixing up languages

125

Open Problems and Future Work



• We can perform Word Sense Disambiguation 

and Entity Linking in hundreds of languages
– Babelfy (Moro et al. 2014)

– but with only a few sense vector representations

• Now: it is crucial that sense and concept 

representations are language-independent

• Enabling comparisons across languages

• Also useful in semantic parsing
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• Representations are most of the time evaluated 

in English
– single words only

• It is important to evaluate sense 

representations in other languages and across 

languages
– Check out the SemEval 2017 Task 2: multilingual 

and cross-lingual semantic word similarity 

(multilwords, entities, domain-specific, slang, etc.)
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7. Integrate sense representations into Neural 

Machine Translation

- Previous results in the 2000s working on 

semantically-enhanced SMT are not very 

encouraging

- However, many options have not been 

considered
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