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Vector Space Model

Turney and Pantel (2010): Survey on Vector Space Model of semantics
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Word vector space models

Words are represented as vectors: semantically similar words
are close in the vector space
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Neural networks for learning word vector
representations from text corpora -> word embeddings
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Why word embeddings?

Embedded vector representations:

are compact and fast to compute
preserve important relational information between
words (actually, meanings):

king — man + woman =~ queen

are geared towards general use



Applications for word representations

e Syntactic parsing (Weiss et al. 2015)

e Named Entity Recognition (Guo et al. 2014)
e (Question Answering (Bordes et al. 2014)

e Machine Translation (Zou et al. 2013)

e Sentiment Analysis (Socher et al. 2013)

.. and many more!



Al goal: language understanding
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Limitations of word embeddings

e Word representations cannot capture ambiguity. For
instance, bank
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Problem 1:
word representations cannot capture ambiguity
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Problem 1:
word representations cannot capture ambiguity

spoxt bluswater
vaterworks o b
centre
crossroads waterfromt  SREV |, ok
entexprise futures 2 q ot SRR h.mpil:-‘d
causeway
quayside
business vendox man oy sy
coxporate franchising sector distributors el
timesh: " astunry
- yise wm““’mlﬁiﬁlﬂs wateremurse Il
enterprises_ -
portfolio sponserships enmo%gﬂmMWﬁ hicaic
' . strs
s e £irms  companies emeryville railay 5
A brokpESker
hetal monetary
crocredit
pofinance Finamcial )
by bailouts paireut profitability
- finanecing
reit equity . M|
investavestment mﬁ“hgcd'.ge investments
B investors
ki wndervritin,
Syuivias depositoxy T remittance ;
ipo < itizati zakat

11



Problem 1:
word representations cannot capture ambiguity
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Word representations and the
triangular inequality

Example from Neelakantan et al (2014)

For distance d, d(a, c) < d(a,b) + d(b, c).

pollen = > refinery
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Word representations and the
triangular inequality

Example from Neelakantan et al (2014)

For distance d, d(a, c) < d(a,b) + d(b, c).

» refinery

/

» plant?

14



Limitations of word representations

e They cannot capture ambiguity. For instance,
bank

-> They neglect rare senses and infrequent words

- Word representations do not expl0|t knowledge from

existing lexical resources. ' .
% & Y:
W WIKIPEPIéAx

“  BabelNet




a Novel Approach to a
Semantically-Aware
Representations of Items

http.//lcl.uniromal.it/nasari/



http://lcl.uniroma1.it/nasari/

NASARI semantic representations

e NASARI 1.0 (April 2015): Lexical and unified vector representations for
WordNet synsets and Wikipedia pages for English.

José Camacho Collados, Mohammad Taher Pilehvar and Roberto Navigli. NASARI: a Novel Approach
to a Semantically-Aware Representation of ltems. NAACL 2015, Denver, USA, pp. 567-577.

e NASARI 2.0 (August 2015): + Multilingual extension.

José Camacho Collados, Mohammad Taher Pilehvar and Roberto Navigli. A Unified Multilingual
Semantic Representation of Concepts. ACL 2015, Beijing, China, pp. 741-751.

e NASARI 3.0 (March 2016): + Embedded representations, new applications.

José Camacho Collados, Mohammad Taher Pilehvar and Roberto Navigli. Nasari: Integrating explicit
knowledge and corpus statistics for a multilingual representation of concepts and entities. Artificial
Intelligence Journal, 2016, 240, 36-64.



Key goal: obtain sense representations




Key goal: obtain sense representations

® Nome

Nome

bank, streambank
Sloping land (especially the slope beside a body of water)

00008363 n

bank, depository financial instution, banking company

A financial institution that accepts depoXits and channels the money into
lending activities

An arrangement of similar objects in ¢

bank

A supply or stock held in reserve for future use (especially in emergencies)

0O00OR3ETH
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bangue. institution financiére de
depodt. établissement bancaire

P banca. banco, cassa

@ banc

¥ tanco

We want to create a separate representation
for each entry of a given word
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Knowledge-based Sense
Representations

Represent word senses as defined by sense

Inventories
plant plant,
T
e plant, works, industrial plant (buildings for carrying on ‘ \%@“ (,\\,b‘\@
industrial labor) N
plant, N

e plant, flora, plant life ((botany) a living organism lacking
the power of locomotion)

e plant (an actor situated in the audience whose acting is plant,
rehearsed but seems spontaneous to the audience)

e plant (something planted secretly for discovery by
another) plant,




Encyclopedic knowledge

\X/IKIPEDIA

The Free Encyclopedia

Lexicographic knowledge

+ N

WordNet
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Encyclopedic knowledge Lexicographic knowledge

+ W

WordNet

WIKIPEDIA

The Free Encyclopedia
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WordNet




WordNet

Main unit: synset (concept) synset

/

N e the middle of the
day
Noon, twelve noon,
high noon, midday,

electronic device " noonday, noontide

television, telly,
television set, tv, \
tube, tv set, idiot o
box, boob tube,
goggle box

word sense

24



Wo I’d Net semantic relations

— 7 a living thing
that has (or can
a protective / develop) the ability to
covering that - act or function
is part of a independently
plant *«\\\ \ organism, being
hood, cap Qe‘(\ N
- W & _
((botany) a living
organism lacking
the power of
locomotion

plant, flora, plant

00((\3\0 \ - Inie . (ha&k’;’l)’g))y any of a variety of

the branch of plants grown indoors
biology that for decorative
studies plants purposes
botany houseplant



WordNet Search - 3.1

WordNet

Word to search for: piant Search WordNet

Display Options: | (Select option to change) % | | Change |

Key: "S:" = Show Synset (semantic) relations, "W:" = Show Word (lexical) relations
Display options for sense: (gloss) "an example sentence”

Noun

s S: (n) plant, works, industrial plant (buildings for carrying on industrial
labor) "they built a large plant to manufacture automobiles”

= S: (n) plant, flora, plant life ((botany) a living organism lacking the power of
locomotion)

= S: (n) plant (an actor situated in the audience whose acting is rehearsed but
seems spontaneous to the audience)

= S: (n) plant (something planted secretly for discovery by another) "the police
used a plant to trick the thieves"; "he claimed that the evidence against him
was a plant”

Verb

= S: (v) plant, set (put or set (seeds, seedlings, or plants) into the ground)
"Let's plant flowers in the garden"

e S: (v) implant, engraft, embed, imbed, plant (fix or set securely or deeply)
"He planted a knee in the back of his opponent”: "The dentist implanted a
tooth in the gum"”

s S: (v) establish, found, plant, constitute, institute (set up or lay the
groundwork for) "establish a new department”

« S: (v) plant (place into a river) “plant fish"

= S: (v) plant (place something or someone in a certain position in order to
secretly observe or deceive) "Plant a spy in Moscow"; “plant bugs in the
dissident'’s apartment”

s S: (v) plant, implant (put firmly in the mind) "Plant a thought in the students’
minds"

Link to online browser

26


http://wordnetweb.princeton.edu/perl/webwn

Knowledge-based Sense Representations using WordNet

M. T. Pilehvar, D. Jurgens and R. Navigli: Align, Disambiguate and Walk: A Unified Approach for
Measuring Semantic Similarity (ACL 2013)

X. Chen, Z. Liu, M. Sun: A Unified Model for Word Sense Representation and Disambiguation
(EMNLP 2014)

S. Rothe and H. Schutze: AutoExtend: Extending Word Embeddings to Embeddings for Synsets
and Lexemes (ACL 2015)

S. K. Jauhar, C. Dyer, E. Hovy: Ontologically Grounded Multi-sense Representation Learning for
Semantic Vector Space Models (NAACL 2015)

M. T. Pilehvar and N. Collier: De-Conflated Semantic Representations (EMNLP 2016)



Wikipedia

\X/IKIPEDIA

The Free Encyclopedia
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University of California, Los Angeles
From Wikipeda, the free encyclopedia

“UCLAY "Uicia®, and “ULC.L.A." redirect here. For ofher uses, see UCLA (disambiguation).
The University of California, Los Angeles (UCLA) is a public research universily located in the Westwood neighborhood of Los
Angeles, California, United Stales. It becarme the University of California Southern Branch in 19159, making il the second-okdest
undergraduate campus of the ten-campus system after the onginal University of Califorma campus in Berkeley (1873). 0 1t offers
337 undergraduate and graduate degree programs in 3 wide range of dsopimes 1 with an approximate enroliment of 30,000
undergraduate and 12 000 graduate students, UCLA has the highest enrcBment of any untersity in Calfernlal®l and & the mioss
applied to university in the United States with over 112,000 applications for fall 2015 114
The unnersity 5 organized into five undergraduats colleges, ssven professional schools, and four professional health science
SChO0Is. The undergraduate colleges are the College of Letters and Sciencs: Henry Samaell School of Enginesring and Applied
Seience (HESEAS) School of the Arts and Architecture: School of Theater, Fim, and Television; and School of Mursing. Fiftesn! 408
Mobel laureates, one Fieds Medatst ' and three Turing Award winnersU'™ have been facully, researchers, or alumni Amaong the
of Sciences, 28 o the Mational Aca of Engineering, 39

currenl facufly members, 55 have been elecled Lo the Mational Acader
i the institute of Medicine, and 124 fo the American Academy of Arts and Sciences. /'™ The university was elected to the Assocation

ot American Universibies in 1974112

UCLA student-athleles compele as the Bruns n the Pacific-12 Conference. The Bruins have won 125 naticnal championships
21l UCLA student-athietes have wan 250 Olympic medals: 125 gold, 65 siver and 60

ncluding 112 MCAA team championships =0
nronze 2 The Brums have competed in every Olmpics since 1520 with one exception (1924), and have won 2 gokd medal in every

Clmplcs that the Uniled States nas paricpated in snce 1932 P

Contents [hids]

1 Hisdary

A4 Bl R

Coordinatee: g 34 0420.00°H 118706733, T5"W
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Wikipedia hyperlinks

a wheeled, self-powered motor vehicle used for transportation. Most definitions of the term specify that cars are designed to
run primarily on roads, fo have seating for one to eight people, to typically have four wheels, and to be constructed principally for the
transport of people rather than goods *1¥ The year 1886 is regarded as the birth year of the modem car_ In that year, German
inventor Karl Benz built the Benz Patent-Motorwagen. Cars did not become widely available until the early 20th century. One of the
first cars that was accessible to the masses was the 1908 Model T, an American car manufactured by the Ford Motor Company.

30



Wikipedia hyperlinks

e e T . i | |
5 3 wheeled, self-powered motor vehicle used for transportation. Most definitions of the term specify that cars are designed to
run p h- o-Raveseating for one to eight people, fo typically have four wheels, and to be constructed principally for the
transport b people ratherthanggods-E1LY The Tear+886.is.tegarded as the birth year of the modern car. In that year, German
inventor Karl Benz built the Benz Patent-Tioteagagen. Cars did not become Witety-available until the early 20th century. One of the

first cars that was accessible to the masses was the 1908 Model T, an American car manufactured by the Ford Motor Company.
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N

BabelNet

Thanks to an automatic mapping algorithm, BabelNet
integrates Wikipedia and WordNet, among other
resources (Wiktionary, OmegaWiki, WikiData...).

Key feature: Multilinguality (271 languages)

32



BabelNet

® Nome

Concept

Entity

BabelNet

ENGLISH = 4 SELEZIONATE bt TRADUCI

Entita nominate [+ -] & B o = IJ *

jaguar, panther, Felis onca

A large spotted feline of tropical America similar to the leopard; in some
classifications considered a member of the genus Felis

00033987 n

Jaguar Cars, Jaguar

Jaguar Cars is a brand of Jaguar Land Rover, a British multinational car
manufacturer headquartered in Whitley, Coventry, England, owned by Tata
Motors since 2008.

00688731n

Atari Jaguar, Jaguar (video game console)

The Atari Jaguar is a home video game console that was released by Atari
Corporation in 1993.

02142312n

Mac OS X v10.2, Jaguar (macos)

Mac OS X version 10.2 Jaguar is the third major release of Mac OS X,
Apple's desktop and server operating system.

) ENTRA REGISTRATI

£+ PREFERENZE

21 risultati

S E!
jaguar, panthére

giaguaro, Panthera onca,
pantera

@jaguar. panthera onca. pantera

5
@ Jaguar (automobile)

@ Jaguar

@Jaguar Cars. Jaguar

Atari Jaguar, BEiAF|Jaguar
@ Jaguar (console)
Atari Jaguar

@ Atari Jaguar

Mac OS X Jaguar, Mac OS X
vi0.2

@ wac os x vio2

33



BabelNet

It follows the same structure of WordNet:
synsets are the main units

Nome
jaguar, panther, Felis onca @ =3
; : i . : oy : ; jaguar, panthére
A large spotted feline of tropical America similar to the leopard; in some @ jaguar.
classifications considered a member of the genus Felis giaguaro, Panthera onca.,
pantera

@jaguat panthera onca, pantera

34



BabelNet

In this case, synsets are multilingual

jaguar, panther, Felis onca

A large spotted feline of tropical America similar to the leopard; in some
classifications considered a member of the genus Felis

=5
@ jaguar, panthére

glaguaro, Panthera onca,
pantera

@jaguat panthera onca, pantera

35




NASARI: Integrating Explicit Knowledge and
Corpus Statistics for a Multilingual Representation

of Concepts and Entities
(Camacho-Collados et al., Alj 2016)

Goal

Build vector representations for multilingual BabelNet
synsets.

How?

We exploit Wikipedia semantic network and WordNet
taxonomy to construct a subcorpus (contextual
information) for any given BabelNet synset.



Pipeline

Reptile centre

%‘ﬁa
l/ '

Vertebrate

bn:00051655n f \\!‘ i)i/_\
\” 5 4

&
B

Wikipedia inter-article link (weighted)

BabelNet taxonomic relation

Input BabelNet synset

BabelNet synset

Associated Wikipedia page of a
BabelNet synset

A Wikipedia page

Process of obtaining contextual information for a BabelNet synset
exploiting BabelNet taxonomy and Wikipedia as a semantic network
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Three types of vector representations

Three types of vector representations:

- Lexical (dimensions are words)

- Unified (dimensions are multilingual BabelNet synsets)

- Embedded (latent dimensions)



Three types of vector representations

Three types of vector representations:

- Lexical (dimensions are words): Dimensions are
weighted via lexical specificity, a statistical measure
based on the hypergeometric distribution.

- Unified (dimensions are multilingual BabelNet
synsets)

- Embedded (latent dimensions)



Lexical specificity

It is a statistical measure based on the hypergeometric
distribution, particularly suitable for term extraction

tasks.

Thanks to its statistical nature, it is less sensitive to
corpus sizes than the conventional tf-idf (in our
setting, it consistently outperforms tf-idf weighting).



Three types of vector representations

Three types of vector representations:

- Lexical (dimensions are words):

- Unified (dimensions are multilingual BabelNet
synsets): This representation uses a hypernym-based
clustering technique and can be used in cross-lingual
applications

- Embedded (latent dimensions)



Three types of vector representations

Three types of vector representations:

- Lexical (dimensions are words):

ln'LErP"EtabIIE

dimensions
- Unified (dimensions are multilingual BabelNet
synsets): This representation uses a hypernym-based
clustering technique and can be used in cross-lingual
applications

- Embedded (latent dimensions)



Lexical and unified vector representations
.

mterpfﬂtab.e
dimensions

\ Word-based representation Synset-based representation

43



From a lexical vector to a unified vector

Lexical vector= (automobile, car, engine, vehicle, motorcycle, ...)

o o/

motor_vehicle’

3

k{lr

1
Unified vector= (motor_vehicle , ...)

44



Human-interpretable dimensions

plant (living organism) ¥
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Three types of vector representations

Three types of vector representations:

- Lexical (dimensions are words)
/Unified (dimensions are multilingual BabelNet synsets)

- Embedded: Low-dimensional vectors (latent) exploiting word
embeddings obtained from text corpora. This representation is
obtained by plugging word embeddings on the lexical vector
representations.



Three types of vector representations

Three types of vector representations:

- Lexical (dimensions are words)
- Unified (dimensions are multilingual BabelNet synsets)

- Embedded: Low-dimensional vectors (latent) exploiting word
embeddings obtained from text corpora. This representation is
obtained by plugging word embeddings on the lexical vector
representations.

Word and synset embeddings share the same vector space!



Sense-based Semantic Similarity

Based on the semantic similarity between
senses.

TwoO main measures:

* Cosine similarity for low-dimensional vectors
 Weighted Overlap for sparse high-dimensional
vectors (interpretable)



Vector Comparison
Cosine Similarity

The most commonly used measure for the
similarity of vector space model
(sense) representations

A-B
m(A, B) = 0)= ———
Sl'm( > ) COS( ) HA”HBH )///ﬂ”#



WO(vi,v2) =

Vector Comparison
Weighted Overlap

deo (?"a’nk(q.‘1 v1) + rank(q, ’UQ)) -
> (24)72
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Embedded vector representation

Closest senses

Bank (financial institution)

Bank (geography)

bank

Closest senses Cosine  Closest senses Cosine Closest senses Cosine
Deposit account 0.99 Stream bed 0.98 Bank (financial institution) 0.86
Universal bank 0.99 Current (stream) 097 Universal bank 0.86
British banking 0.98 River engineering 097 British banking 0.86
German banking 0.98 Braided river 097 German banking 0.85
Commercial bank 0.98 Fluvial terrace 097 Branch (banking) 0.85
Banking in Israel 0.98 Bar (river morphology) 0.97 McFadden Act 0.85
Financial institution 0.98 River 0.97 Four Northern Banks 0.84
Community bank 0.97 Perennial stream 0.96 State bank 0.84

51



NASARI semantic representations
Summary

Three types of semantic representation: lexical, unified
and embedded.

High coverage of concepts and named entities in
multiple languages (all Wikipedia pages covered).



NASARI semantic representations
Summary

e Three types of semantic representation: lexical, unified
and embedded.

e High coverage of concepts and named entities in
multiple languages (all Wikipedia pages covered).

What’s next? Evaluation and use of these semantic
representations in NLP applications.



How are sense representations
used for word similarity?

1- MaxSim: similarity between the most similar
senses across two words

(8)
tree, o @

plant, © & @
® Oa

&t max _ d(mg(w),m;(w'))

i | i R N

MaxSim(w, w')
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Monolingual semantic similarity (English)

Intrinsic evaluation

MC-30 WS-Sim SimLex-999 (nouns) Average
r 0 r o r P r 0

ASARI 0.89 0.78 0.74 0.72 0.50 0.49 0.71 0.67
NASARTjaxjcal 0.88 0.81 0.74 0.73 0.51 0.49 0.71 0.68
NASARIpified 0.88 0.78 0.72 0.70 0.49 0.48 0.70 0.65

ASARIzmbed 0.91 0.83 0.68 0.68 0.48 0.46 0.69 0.66
ESA 0.59 0.65 0.45 0.53 0.16 0.23 0.40 0.47
Lin 0.76 0.72 0.66 0.62 0.58 0.58 0.67 0,64
ADW 0.79 0.83 0.63 0.67 0.44 0.45 0.62 0.65
Chen 0.82 0.82 0.63 0.64 0.48 0.44 0.64 0.63
Word2Vec 0.80 0.80 0.76 0.77 0.46 0.45 0.67 0.67
Best-Word2Vec 0.83% 0.83% 0.76* 0.78% 0.48 0.49 0.69 0.70
Best-PMI-SVD 0.76* 0.71% 0.68* 0.66* 0.40 0.40 0.61 0.59
SensEmbed 0.89 0.88 0.65 0.75 0.461 0.47" 0.67 0.70



Intrinsic evaluation
(Camacho-Collados et al., ACL 2015)

Most current approaches are developed for English only and there are
no many datasets to evaluate multilinguality.

To this end, we developed a semi-automatic framework to extend
English datasets to other languages (and across languages):

Data available at

http.//lcl.uniroma.it/similarity-datasets/
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http://lcl.uniroma1.it/similarity-datasets/

Multilingual semantic similarity

Intrinsic evaluation

English r P French r P German F P Spanish r P
Nasarr 0.81 0.78 Nasari 0.82 0.73 Nasari 0.69 0.65 Nasari 085 079
NASARIaxjcal 0.80 0.78 NASARaxjcal 0.80 0.70 NASARIaxjcal 0.69 0.67 NASARTexjcal 085 0.79
NASARL pified 0.80 0.76 NASARI pifed 0.82 0.76 NASARLpified 0.71 0.68 NASARIpifed 0.82 0.77
NASARIembed 0.82 0.80 - - - - - - NASARIembed 0.79 0.77
SOC-PMI 0.61 - SOC-PMI 0.19 - SOC-PMI 0.27 - - - -
PMI 0.41 - PMI 0.34 - PMI 0.40 - - - -
LSA-Wiki 065 0.69 LSA-Wiki 0.57 0.52 - - - - - -
Wiki-wup 0.59 = - - - Wiki-wup 0.65 - - - -
Word2Vec - 0.73 Word2Vec - 0.47 Word2Vec - 0.53 Best-Word2Vec  0.80 0.80
Retrofitting - 0.77 Retrofitting - 0.61 Retrofitting - 0.60 - - -
NASARIL1y-embed 0.74  0.77 NASARIo1y-embed  0.60  0.69 NASARIoly-embed 046 0.52 NASARIoly-embed  0.68  0.74
Polyglot-embed  0.51  0.55 Polyglot-embed 0.38 0.35 Polyglot-embed 0.18 0.15 Polyglot-embed 0.51 0.56
IAA 0.85° - IAA - - IAA 0.81 - IAA 0.83 -
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Intrinsic evaluation

Cross-lingual semantic similarity

Measure EN-FR EN-DE EN-ES FR-DE FR-ES DE-ES Average

r e ¥ Jo r e, ¥ Jo r Je, r P r Jol

[ NASARIypified 0.8 0.79 079 0.79 084 082 0.75 070 086 0.78 0.81 080 0.82 O.TSJ

CL-MSR-2.0 030 - — — — — — — — — — — — —
NASARIjy0r 0.79 0.69 078 076 080 0.74 0.79 070 080 0.67 0.72 0.68 078 0.71
ADW por 0.80 082 073 082 0.78 0.84 0.72 077 081 081 0.68 0.72 0.75 0.80
Word2Vecpivor 0.77 082 070 073 0.76 0.80 0.65 070 075 0.76 0.64 0.63 071 0.74
Best-Word2Vec,;,,, 0.75 084 0.69 076 0.75 082 077 073 074 079 0.64 0.64 072 0.76
Best-PMI-SVDy., 076 0.76 072 074 0.77 0.77 065 0.69 0.76 0.74 062 0.61 071 0.72
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NEW: SemEval 2017 task on multilingual and
cross-lingual semantic word similarity

Large datasets to evaluate semantic similarity in five languages
(within and across languages): English, Farsi, German, Italian and

Spanish.
Additional challenges:

- Multiwords: black hole
- Entities: Microsoft

- Domain-specific terms: chemotherapy

Data available at

http://alt.qcri.org/semeval2017/task2/
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Applications

Domain labeling/adaptation
Word Sense Disambiguation
Sense Clustering

Topic categorization and sentiment analysis



Domain labeling

(Camacho-Collados et al., Alj 2016)

Annotate each concept/entity with its corresponding
domain of knowledge.

To this end, we use the Wikipedia featured articles page,

which includes 34 domains and a number of Wikipedia
pages associated with each domain (Biology, Geography,
Mathematics, Music, etc. ).
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Domain labeling

Wikipedia featured articles

Chemistry and mineralogy

Acetic acid - Antioxidant - Astatine - Caesium - Californium - Cyclol - Diamond = DNA nanotechnology * Enzyme = Enzyme inhibitor - Enzyme kinetics - Fluorine - Francium « Germanium = Helium - Hydrochloric acid -
Hydrogen - Iridium -+ Lead(ll) nitrate - Metalloid * Nicotinamide adenine dinucleotide * Niobium - Noble gas « Oxidative phosphorylation - Oxygen * Periodic table * Plutonium - Psilocybin * Rhodocene * Synthetic diamond -
Technetium - Titanium * Ununoctium = Ununseptium - Uranium = Xenon - Yogo sapphire - Yttrium = Zinc

Chemistry and mineralogy biographies
James Bryant Conant * Joseph Priestley

Computing
4chan * Acid2 - Delrina - Folding@home + Macintosh Classic * Manchester Mark 1 - Manchester Small-Scale Experimental Machine * Microsoft Security Essentials = The Million Dollar Homepage * NeXT - Parallel computing *
PowerBook 100 - Rosetta@home = ROT13 - Scene?

Culture and society

Aggie Bonfire - Hadji Ali - The Livestock Conservancy - Anna Anderson - Marshall Applewhite - Baden-Powell House - Isabella Beeton - Biddenden Maids - William D. Boyce - Guy Bradley - Burke and Hare murders - William
Henry Bury - "The Bus Uncle" - Josephine Butler - The Chaser APEC pranks - Cleveland Street scandal - Cock Lane ghost - D. B. Cooper = Daylight saving time * Disco Demolition Night » Charles Domery = Dorset Ooser *
Marjory Stoneman Douglas - Montague Druitt - W. E. B. Du Bois - Monroe Edwards - Female genital mutilation - Terry Fox - Ursula Franklin - Free Association of German Trade Unicns - Margaret Fuller - E. Urner Goodman =
Debora Green - Stanley Green - Green children of Woolpit - Gropecunt Lane - Guy Fawkes Night - Hanged, drawn and quartered - William Hillcourt - Fanny Imlay - Indigenous people of the Everglades region = An
Introduction to Animals and Political Theory - Jack the Ripper * Jack the Ripper: The Final Solution - Ketuanan Melayu - Akhtar Hameed Khan * Kylfings * Daniel Lambert - Liberty Bell * Lynching of Jesse Washington -
Macedonia (terminology) - Mantra-Rock Dance * Bob Marshall (wilderness activist) - Murder of Dwayne Jones - Florence Nagle - The Negro Motorist Green Book - Emmeline Pankhurst - Pig-faced women - Polish culture
during World War Il - Postage stamps of Ireland + Ramblin' Wreck * Rosewood massacre * Royal baccarat scandal * Same-sex marriage in Spain = Mark Satin * Scouting * John Martin Scripps « Sexuality after spinal cord injury
- Grace Sherwood - Society of the Song dynasty - Stonewall riots - Taiwanese aborigines = Mary Toft - Toraja - Truthiness = Voluntary Human Extinction Movement = Whitechapel murders - Wife selling (English custom) -
Wonderbra - Wood Badge - Robert Sterling Yard * Zong massacre

Education

Alpha Kappa Alpha - Amador Valley High School - ANAK Society = Avery Coonley School - Baltimore City College - Boden Professor of Sanskrit election, 1860 - James E. Boyd (scientist) = C. R. M. F. Cruttwell - Dartmouth
College = Duke University * Florida Atlantic University = Georgetown University * The Green (Dartmouth College) * The Guardian of Education = History of Baltimore City College * History of Texas A&M University = The Judd
School * Kappa Kappa Psi * Lessons far Children - Michigan State University - Ohio Wesleyan University - Oriel College, Oxford » Romney Literary Society = Royal National College for the Blind * School for Creative and
Performing Arts « Shimer College * Some Thoughts Concerning Education = Stuyvesant High School - Texas A&M University * Texas Tech University * Thoughts on the Education of Daughters = Tuck School of Business *
United States Academic Decathlon - United States Military Academy - University of California, Riverside * University of Michigan - Vkhutemas

Engineering and technology

2013 Rosario gas explosion - Apollo 8 - Atomic line filter - Caesar cipher - Calutron - CFM International CFM56 - Construction of the World Trade Center - Distributed element filter - Draining and develocpment of the
Everglades - Gas metal arc welding » Gas tungsten arc welding - Grand Coulee Dam - Halkett boat « Hanford Site - History of timekeeping devices - Hoover Dam = Mechanical filter - Qil shale - Panavision - Pigeon
photography = Rampart Dam - Renewable energy in Scotland * Restoration of the Everglades * Rolls-Royce Merlin * Rolls-Royce R = Scout Moor Wind Farm - Shale oil extraction - Shielded metal arc welding * Shoe polish *
Sholes and Glidden typewriter - Shuttle-Mir Program - Science and technology of the Song dynasty - Waveguide filter - Webley Revolver - Welding - World Science Festival, 2008
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Domain labeling

How to associate a synset with a domain?

- We first construct a NASARI lexical vector for the concatenation
of all Wikipedia pages associated with a given domain in the
featured article page.

- Then, we calculate the semantic similarity between the
corresponding NASARI vectors of the synset and all domains:

d(s) = argmax W O (NASARIjex(S), Viex(d))
deD



Domain labeling

This results in over 1.5M synsets associated with a domain
of knowledge.

This domain information has already been integrated in the
last version of BabelNet.



Domain labeling

N eclipsd] ENGLISH ~ | TRANSL

BabelNet £+ PREFERENCES

*J)10G IN REGISTER

All Concepts Named Entities ‘ * [+ @ @ 5’ @ @ E |¢
[ n * ] 48 results

® Noun

Noun

eclipse, occultation

Physics and . —¢Q
astronomy @

One celestial body obscures another

00029648n

Eclipse (software)

In computer programming, Eclipse is an integrated development
environment.

01457115n

The Twilight Saga: Eclipse, Eclipse (2010 film)

The Twilight Saga: Eclipse, commonly referred to as Eclipse, is 2 2010
American romantic fantasy film based on Stephenie Meyer's 2007 novel
Eclipse.

01455414n



Domain labeling

WordNet dataset

BabelNet dataset

Precision Recall F-Measure Precision Recall F-Measure
| NASARIjexical 77.9 70.1 73.8 62.3 40.5 491 |
Wikipedia-TF 254 16.4 19.9 3.4 2.5 29
Wikipedia-TFidf 459 29.7 36.1 8.8 6.5 75
Taxo-Prop (WN) 713 70.7 71.0 - - -
Taxo-Prop (BN) 135 73.5 73.5 483 37.2 42.0
WN-Domains-3.2 93.6 64.4 76.3 - - -

Domain labeling results on WordNet and BabelNet
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BabelDomains

(Camacho-Collados and Navigli, EACL 2017)

As a result:

Unified resource with information about domains of knowledge

BabelDomains available for BabelNet, Wikipedia and WordNet available at

http.//lcl.uniroma.it/babeldomains

Already integrated into BabelNet (online interface and API)
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Domain filtering for supervised
distributional hypernym discovery

(Espinosa-Anke et al., EMNLP 2016;

a Camacho-Collados and Navigli, EACL 2017)

Apple

Fruit

Task: Given a term, predict its hypernym(s)

Model: Distributional supervised system based on the transformation
matrix of Mikolov et al. (2013).

Idea: Training data filtered by domain of knowledge .



Domain filtering for supervised
distributional hypernym discovery

art biology education geography health
Domain-filtered [, MRR MAP R-P | MRR MAP R-P | MRR MAP R-P | MRR MAP R-P | MRR MAP R-P
training data sk 012 012 012 063 063 059 | 000 000 000| 008 007 007 | 008 008 007
15k 021 020 0.18| 084 072 079 | 022 022 021| 015 014 014] 008 007 007
25k 029 027 026| 084 083 081 | 033 032 030 023 022 021| 009 009 008

25k+ K5, 029 028 026 | 084 080 079 032 029 027| 022 022 0.21] 009 0.09 008
25k+ K5, | 026 024 022 070 063 056 | 038 036 033 | 015 0.3 0.12] 011 0.11 0.10
25k+K5g, | 028 026 024 | 082 077 072 036 033 030 017 0.16 0.16 | 012 0.11 0.10
/ 100k, 4 0.00 000 000]| 084 081 077 | 000 0.00 0.00[ 001 0.01 001 ] 007 0.06 0.06
100k, 0.01 000 000| 000 000 000| 000 000 000| 001 001 001] 012 0.12 0.11

Baseline 0.13 012 0.10| 058 057 057 | 010 0.10 009| 012 009 005| 007 013 0.14

Non-filtered
training data

Results on the hypernym discovery task for five domains

Conclusion: Filtering training data by domains prove to be clearly beneficial
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Word Sense Disambiguation

Kobe, which is one of Japan's largest cities, [...]
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Word Sense Disambiguation

Kobe, which is one of Japan's largest cities, [...]
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Word Sense Disambiguation

Kobe, which is one of Japan's largest cities, [...]
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Word Sense Disambiguation

(Camacho-Collados et al., Alj 2016)

Basic idea

Select the sense which is semantically closer to the
semantic representation of the whole document
(global context).

d(s) = argmax WO(NASARY (), Vier(d))
deD



Word Sense Disambiguation

System English French Italian German Spanish Average
[ NASARI 86.3 76.2 83.7 83.2 82.9 82.5 |
MUFFIN 84.5 71.4 81.9 83.1 85.1 81.2
Babelfy 87.4 71.6 84.3 81.6 83.8 81.7
UMCC-DLSI 54.8 60.5 58.3 61.0 58.1 58.5
MES 80.2 74.9 82.2 83.0 82.1 79.3

Multilingual Word Sense Disambiguation using Wikipedia
as sense inventory (F-Measure)
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Word Sense Disambiguation

System SemEval-2013  SemEval-2007
[ NASARI 66.7 66.7 ]

Nasari+IMS 67.0 68.5
MUFFIN 66.0 66.0
Babelfy 65.9 62.7
UKB 61.3 56.0
UMCC-DLSI 64.7 —
Multi-Objective 72.8 66.0

IMS 65.3 67.3

MES 63.2 65.8

All-words Word Sense Disambiguation using WordNet
as sense inventory (F-Measure)



Word Sense Disambiguation

System SemEval-2013  SemEval-2007

[ NASARI 66.7 66.7 ]

[ Nasari+IMS 67.0 68.5 ]
MUFFIN 66.0 66.0
Babelfy 65.9 62.7
UKB 61.3 56.0
UMCC-DLSI 64.7 —
Multi-Objective 72.8 66.0
IMS 65.3 67.3
MES 63.2 65.8

All-words Word Sense Disambiguation using WordNet
as sense inventory (F-Measure)



Word Sense Disambiguation:
Empirical Comparison

(Raganato et al., EACL 2017)

- Supervised systems clearly outperform knowledge-based
systems, but they only exploit local context (future direction ->
integration of both)

- Supervised systems perform well when trained on large
amounts of sense-annotated data (even if not manually
annotated).

Data and results available at

http://lcl.uniroma.it/wsdeval/



http://lcl.uniroma1.it/wsdeval/

Word Sense Disambiguation
on textual definitions

(Camacho-Collados et al., LREC 2016)

Combination of a graph-based disambiguation system (Babelfy) with
NASARI to disambiguate the concepts and named entities of over
35M definitions in 256 languages.

Sense-annotated corpus freely available at

http.//lcl.uniromai.it/disambiquated-qglosses/



http://lcl.uniroma1.it/disambiguated-glosses/

Context-rich WSD

castling (chess)

W Interchanging the positions of the king and a rook.



Context-rich WSD

castling (chess)

W Interchanging the positions of the king and a rook.

w Castling is a move in the game of chess ® A4 move inwhich the king moves two

1/ . - Li . squares towards a rook, and the rook
involving al pllayers king and either of the moves to the other side of the king.
player's original rooks.



Context-rich WSD

castling (chess)

W Interchanging the positions of the king and a rook.

Castling is a move in the game of chess ® A move in which the king moves two

- - ‘e Li : squares towards a rook, and the rook
involving a. pllayers king and either of the moves to the other side of the king.
player's original rooks.
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castling (chess)

Context-rich WSD

W Interchanging the positions of the king and a rook.

Castling is a move in the game of chess

involving

playey
w I\/Ian
() d'éché

w El enroque es un mo¥miento esp ~‘.%\
o ©n el juego de ajedrezYue in¥blucra a

BN hich the king moves two

ards a rook, and the rook
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Context-rich WSD exploiting
parallel corpora

(Delli Bovi et al., ACL 2017)

Applying the same method to provide high-quality sense
annotation from parallel corpora (Europarl): 120M+ sense
annotations for 21 languages.

Extrinsic evaluation: Improved performance of a standard

supervised WSD system using this automatically sense-annotated
corpora.



Sense Clustering

* Current sense inventories suffer from the high granularity of

their sense inventories.

* A meaningful clustering of senses would help boost the
performance on downstream applications (Hovy et al., 2013)

Example:

- Parameter (computer programming) - Parameter \Xf )
p



Sense Clustering

Idea

Using a clustering algorithm based on the
semantic similarity between sense vectors



Sense Clustering

(Camacho-Collados et al., Alj 2016)

Measure System type 500-pair SemEval
Ace. F1 Ace. F1
NASARI unsupervised 83.8 70.5 874 63.1
NASARIjoxical unsupervised 81.6 654 857 574
NASARIypified unsupervised 82.6 695 872 63.1
NASARIsmbed unsupervised 81.2 659 86.3 455
SVM-monolingual supervised 77.4 - 83.5 -
SVM-multilingual  supervised 84.4 - 85.5 -
Baseline o cluster - 714 0.0 825 0.0
Baseline,j,ger s 286 445 175 298

Clustering of Wikipedia pages
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Towards a seamless integration of senses

in downstream NLP applications
(Pilehvar et al., ACL 2017)

Question: What if we apply WSD and inject sense embeddings to a
standard neural classifier?

Problems:
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Towards a seamless integration of senses

in downstream NLP applications
(Pilehvar et al., ACL 2017)

Question: What if we apply WSD and inject sense embeddings to a
standard neural classifier?

Problems:

- WSD is not perfect -> Solution: High-confidence disambiguation



High confidence graph-based
disambiguation

Oasis was a rock band formed in Manchester.

Manchester

Qasis

Desert
area
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Towards a seamless integration of senses

in downstream NLP applications
(Pilehvar et al., ACL 2017)

Question: What if we apply WSD and inject sense embeddings to a
standard neural classifier?

Problems:

- WSD is not perfect -> Solution: High-confidence disambiguation

- Senses in WordNet are too fine-grained



Towards a seamless integration of senses

in downstream NLP applications
(Pilehvar et al., ACL 2017)

Question: What if we apply WSD and inject sense embeddings to a
standard neural classifier?

Problems:

- WSD is not perfect -> Solution: High-confidence disambiguation

- Senses in WordNet are too fine-grained -> Solution: Supersenses
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Towards a seamless integration of senses

in downstream NLP applications
(Pilehvar et al., ACL 2017)

Question: What if we apply WSD and inject sense embeddings to a
standard neural classifier?

Problems:

- WSD is not perfect -> Solution: High-confidence disambiguation
- Senses in WordNet are too fine-grained -> Solution: Supersenses

- WordNet lacks coverage
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Towards a seamless integration of senses

in downstream NLP applications
(Pilehvar et al., ACL 2017)

Question: What if we apply WSD and inject sense embeddings to a
standard neural classifier?

Problems:

- WSD is not perfect -> Solution: High-confidence disambiguation
- Senses in WordNet are too fine-grained -> Solution: Supersenses

- WordNet lacks coverage -> Solution: Use of Wikipedia
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Tasks: Topic categorization and
sentiment analysis (polarity detection)

Topic categorization: Given a text, assign it a
label (i.e. topic).

Polarity detection: Predict the sentiment of the
sentence/review as either positive or negative.



Classification model

Wi Wn  Input text

Embedding

layer

Standard CNN classifier % | | / | Dropout

- ‘. | and

inspired by Kim (2014) 4 Convolution

L3 . - T _,—"

-
-

Max pooling

@_‘ Recurrent layer

Fully connected layer
and softmax output
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Sense-based vs. word-based:
Conclusions

- Coarse-grained senses (supersenses) better
than fine-grained senses.



Sense-based vs. word-based:
Conclusions

- Coarse-grained senses (supersenses) better
than fine-grained senses.

- Sense-based better than word-based... when
the input text is large enough



Sense-based vs. word-based:

Sense-based better than word-based... when
the input text is large enough:
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Average document size



Why
does the input text size matter?

- Graph-based WSD works better in larger texts
(Moro et al. 2014; Raganato et al. 2017)

- Disambiguation increases sparsity



Conclusions of the talk

- Novel approach to represent concepts and entities in a
multilingual vector space (NASARI).

- These knowledge-based sense representations can be easily
integrated in several applications, acting as a glue for
combining corpus-based information and knowledge from
lexical resources, while enabling:

- Multilinguality

- Work at the deeper sense level



For more information on other sense-based representations and their
applications:

- ACL 2016 Tutorial on “Semantic representations of word senses
and concepts”: http://acl2016.org/index.php?article id=58

- EACL 2017 workshop on “Sense, Concept and Entity
Representations and their Applications”:
https://sites.google.com/site/senseworkshop2017/
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Thank you!

Questions pleasel!

collados@di.uniromal.it
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Word vector space models

Words are represented as vectors: semantically similar words

are close in the space

expats
AR
embassie
SR e ilfields
directorate .
e Cretariat banks
bank
directorships
demerara
offices
hbadguunkdr s
bramches
tenet bxranch
right ﬁﬂlﬁl
stilwell
east
central southerthvest
northeast
bluewater straddling

settlement treaty sovereignty
colowy pretectorate domination
colonies protectorates R —
colonisation
economy
capital
landmass
raton largest
regency
kalimantan
madinland
peninsula coasts
coast timor
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Neural networks for learning word vector
representations from text corpora -> word embeddings

it | computation here

Bengio et al. (2003)

CEOW Skip-gram

Mikolov et al. (2013)

feature 2

B{71) 4[] £MI T aKIA} wHIS] 05

Mo okup Tables et 7
me ~~ QONNEN

| mwe ~> DEDODE]

il |

A

[ Softmax _ [
o

Collobert & Weston (2008)

Probability and Ratio | % = solid k = gas k = water

Pklice) 1.9 x107* 6.6x10"° 3.0x 1073
P(k|steam) 2054070 BRIV E B2 IS
P(klice)/ P (k|steant) 8.9 8.5 x 1072 1.36

Pennington et al. (2014)
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Key goal: obtain sense representations
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NASARI semantic representations

e NASARI 1.0 (April 2015): Lexical and unified vector representations for
WordNet synsets and Wikipedia pages for English.

José Camacho Collados, Mohammad Taher Pilehvar and Roberto Navigli. NASARI: a Novel Approach
to a Semantically-Aware Representation of ltems. NAACL 2015, Denver, USA, pp. 567-577.
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José Camacho Collados, Mohammad Taher Pilehvar and Roberto Navigli. NASARI: a Novel Approach
to a Semantically-Aware Representation of ltems. NAACL 2015, Denver, USA, pp. 567-577.

e NASARI 2.0 (August 2015): + Multilingual extension.

José Camacho Collados, Mohammad Taher Pilehvar and Roberto Navigli. A Unified Multilingual
Semantic Representation of Concepts. ACL 2015, Beijing, China, pp. 741-751.



NASARI semantic representations

e NASARI 1.0 (April 2015): Lexical and unified vector representations for
WordNet synsets and Wikipedia pages for English.

José Camacho Collados, Mohammad Taher Pilehvar and Roberto Navigli. NASARI: a Novel Approach
to a Semantically-Aware Representation of ltems. NAACL 2015, Denver, USA, pp. 567-577.

e NASARI 2.0 (August 2015): + Multilingual extension.

José Camacho Collados, Mohammad Taher Pilehvar and Roberto Navigli. A Unified Multilingual
Semantic Representation of Concepts. ACL 2015, Beijing, China, pp. 741-751.

e NASARI 3.0 (March 2016): + Embedded representations, new applications.

José Camacho Collados, Mohammad Taher Pilehvar and Roberto Navigli. Nasari: Integrating explicit
knowledge and corpus statistics for a multilingual representation of concepts and entities. Artificial
Intelligence Journal, 2016, 240, 36-64.



jaguar

BabelNet

Tutti Concetti

® Nome

BabelNet

ENGLISH =

Entita nominate [+ & E o = ﬂ *

jaguar, panther, Felis onca

A large spotted feline of tropical America similar to the leopard; in some
classifications considered a member of the genus Felis

00033987 n

Jaguar Cars, Jaguar

Jaguar Cars is a brand of Jaguar Land Rover, a British multinational car
manufacturer headquartered in Whitley, Coventry, England, owned by Tata
Motors since 2008.

00688731n

Atari Jaguar, Jaguar (video game console)

The Atari Jaguar is a home video game console that was released by Atari
Corporation in 1993.

02142312n

Mac OS X v10.2, Jaguar (macos)

Mac OS X version 10.2 Jaguar is the third major release of Mac OS X,
Apple's deskiop and server operating system.

) ENTRA REGISTRATI

4 SELEZIONATE - TRADUCI

£+ PREFERENZE

21 risultati

ESIE
jaguar, panthére

giaguaro, Panthera onca,
pantera

@ jaguar, panthera onca, pantera

15
Jaguar (automobile)
Jaguar

@Jaguar Cars. Jaguar

Atari Jaguar, BEiAF|Jaguar
@ Jaguar (console)
Atari Jaguar

Atari Jaguar

Mac OS X Jaguar, Mac OS X
vi0.2

Mac OS X vi0.2
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Three types of vector representations

Three types of vector representations:

- Lexical (dimensions are words): Dimensions are
weighted via lexical specificity (statistical measure
based on the hypergeometric distribution)

- Unified (dimensions are multilingual BabelNet
synsets): This representation uses a hypernym-based
clustering technique and can be used in cross-lingual
applications

- Embedded (latent dimensions)



Key points

What do we want to represent?
What does "semantic representation” mean?
Why semantic representations?

What problems affect mainstream
representations?

How to address these problems?

What comes next?



Problem 2: word representations do not take
advantage of existing semantic resources
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Key goal: obtain sense representations
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Named Entity Disambiguation

System Type F-Measure
| NASARTjeyicat  UNsupervised 87.1)
DFKI supervised 88.9
SUDOKU unsupervised 87.0
el92 systems mix 86.1
MES - 85.7

Named Entity Disambiguation using BabelNet as sense inventory
on the SemEval-2015 dataset



Word Sense Disambiguation

Open problem

Integration of knowledge-based (exploiting
global contexts) and supervised (exploiting local
contexts) systems to  overcome  the
knowledge-acquisition bottleneck.



De-Conflated Semantic
Representations

M. T. Pilehvar and N. Collier (EMNLP 2016)
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De-Conflated Semantic

Representations
foot
appendage
toe
ankle
thumb hip
lobe wrist
bon
finger limb

nail



Open Problems and Future Work

1. Improve evaluation
- Move from word similarity gold standards to

end-to-end applications

— Integration in Natural Language Understanding
tasks (Li and Jurafsky, EMNLP 2015)

— SemeEval task? see e.g. WSD & Induction within
an end user application @ SemEval 2013



Open Problems and Future Work

2. Make semantic representations more
meaningful
- unsupervised representations are hard to
inspect (clustering is hard to evaluate)
- but also knowledge-based approaches have

issues:
AutoExtend

* e.g. top-10 closest vectors to the military sense of [ company?

company
company’

“company” in AutoExtend

)

company,,

company;,

company
firm

-1

=

v

business|

T
firm;,

company,




Open Problems and Future Work

3. Interpretability
— The reason why things work or do not work is

not obvious
- E.g. avgSimC and maxSimC are based on implicit
disambiguation that improves word similarity, but is
not proven to disambiguate well
- Many approaches are tuned to the task

— Embeddings are difficult to interpret and debug



Open Problems and Future Work

4. Link the representations to rich semantic

resources like WikiData and BabelNet

— Enabling applications that can readily take
advantage of huge amounts of multilinguality
and information about concepts and entities

— Improving the representation of
low-frequency/isolated meanings



Open Problems and Future Work

. Scaling semantic representations to

sentences and documents

— Sensitivity to word order

— Combine vectors into syntactic-semantic
structures

— Requires disambiguation, semantic parsing, etc.

— Compositionality



Open Problems and Future Work

6. Addressing multilinguality
— akey trend in today’s NLP research

* We are already able to perform POS tagging
and dependency parsing in dozens of
languages

— Also mixing up languages



Open Problems and Future Work

* We can perform Word Sense Disambiguation

and Entity Linking in hundreds of languages
— Babelfy (Moro et al. 2014)

— but with only a few sense vector representations
* Now: itis crucial that sense and concept
representations are language-independent

* Enabling comparisons across languages
e Also useful in semantic parsing



Open Problems and Future Work

* Representations are most of the time evaluated
in English
— single words only

* |tis important to evaluate sense
representations in other languages and across

languages

— Check out the SemEval 2017 Task 2: multilingual
and cross-lingual semantic word similarity
(multilwords, entities, domain-specific, slang, etc.)



Open Problems and Future Work

/. Integrate sense representations into Neural
Machine Translation
- Previous results in the 2000s working on
semantically-enhanced SMT are not very
encouraging
- However, many options have not been
considered



